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Impact of Depth Perception on Virtual Reality Raycast Target Selection

ANONYMOUS AUTHOR(S)

We examine whether depth perception has a noticeable effect on raycast selection in VR. A controlled experiment examines the effect

of 5 target “depths” defined as the distance from a set of planar targets to the user: 0.5m, 1.5m, 4.5m, 13.5m, and infinity (implemented

as 10km). At all depths, tested angular widths and amplitudes are held constant in 1D and 2D versions of the 5-target Fitts’ Law task.

We also test two interaction methods: a typical laser pointer method and Janzen et al.’s aim-through-controller method. Results show

that depth has no detectable effect on selection time, error rate, arm fatigue, and wrist fatigue; only eye strain was highest at the

closest depth. Our results suggest that Fitts’ Law and its variant models may not reflect this aspect of pointing behaviour, and we

discuss the implications of our finding for VR researchers and designers.

Additional Key Words and Phrases: virtual reality, depth perception, raycast pointing

1 INTRODUCTION

Depth perception makes designing for VR different from other mediums. We define depth as the egocentric distance

between the user’s eyes and the target, and depth perception as an observer’s ability to visually discern the distance of

a given target [5]. We limit our discussion to VR based on head-mounted displays (HMDs) with a fixed focal length,

like most commercially-available systems (e.g., Meta Quest, Quest Pro, HTC VIVE, Sony PlayStation VR). Compared

to typical real-world 2D displays, the stereoscopic and three-dimensional nature of VR adds depth perception as a

potential factor affecting interaction performance. In particular, raycasting is a popular method of VR target selection,

so understanding how depth perception affects raycasting performance is important, with practical implications for

both researchers and industry practitioners.

Design recommendations from Meta [1] and Microsoft [14] recommend placing targets intended for prolonged

use around 1-2 metres away from the user to match the virtual (from stereoscopic rendering) and physical (from the

headset’s optic focal point) depths of targets. A likely reason is to reduce the user’s vergence-accommodation conflict,

which can cause unpleasantness and visual fatigue [9]. However, this brings about several practical questions. How

much does the mismatch of virtual-physical depth matter? Could a designer place content extremely far away (e.g.,

to create an ambient menu or scoreboard in the skybox) without significantly sacrificing interaction performance or

comfort? These questions are difficult to answer from industry guidelines, warranting a more nuanced exploration.

Janzen et al. [11], who play an important role in motivating our study, modelled raycast selection performance in

relation to target depth. They found that, given an increase in depth, the relative influence of changes in target width on

selection performance increased compared to the influence from the changes in movement amplitude (distance between

targets). However, the authors controlled the absolute linear dimensions in space, not angular dimensions relative to

the user’s viewpoint. This means that the targets became visually smaller and closer together as depth increased. As a

result, it is hard to conclusively deduce the isolated effect of depth separate from the changes in apparent angular target

width and amplitude. Kopper et al. [12] suggests angular dimensions, rather than their linear counterparts, are more

accurate factors of interaction performance. While their claim was challenged by Janzen et al. [11], we revisit this idea

to see if controlling the angular dimensions of targets influences the effect of depth on raycast interaction. Our primary

research question is: what is the effect of depth on raycast selection if visual target width and amplitude are held constant?

. Manuscript submitted to ACM
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To explore this, we ran a controlled lab experiment, where participants performed a standard 1D horizontal and

2D circular Fitts’ Law selection task [10] with varying depths. The set of tested target widths and amplitudes are

held constant in the angular dimension (measured in degrees) across all conditions. The experiment also compares

whether the effect of depth on selection changes based on the raycast techniques. The first method replicates Janzen

et al.’s aim-through-controller pointing method in which the pointing ray originates from the user’s head and goes

through the controller, and the second method uses a more typical VR pointing method where the ray originates from

the controller itself. We found that the target depth did not affect selection performance across all techniques in all

measures (selection time, error rate, arm fatigue, and wrist fatigue) except for eye strain, which was higher for the

closest depth 𝐷 = 0.5𝑚. We compare our findings with previous work and deduce that depth only affects selection

in that it scales the target width and amplitude. Fitts’ Law and its variant models do not reflect the influence of this

depth-dependent target scaling on selection, which suggests that future work should explore this discrepancy and how

current models could be modified to reflect the effect of scaling. From a design implication perspective, our results

show that the choice of target depths can be chosen according to design needs without affecting selection performance

or comfort as long as targets are not too close to the user’s eyes (> 0.5𝑚).

We make two main contributions: (1) an empirical investigation demonstrating that target depth alone has no

detectable impact on raycast target selection when the angular dimensions are held constant; and (2) design implications

for VR user interface designs that are enabled by exploiting a large range of target depths, for different aesthetic or

immersive goals.

2 RELATEDWORK

We discuss how current standard practices of VR designs take depth into consideration. We then present previous work

that explores the effect of depth perception on VR raycasting and identify gaps in existing research.

2.1 Standard Practice for Target Depth in VR

There exist industry recommendations for target depths in VR. Meta [1] recommends 1m and Microsoft [14] 2m to

reduce the chance of nausea from vergence-accommodation conflict. Vergence-accommodation conflict is caused by the

disparity between accommodative demand (focusing of images by altering eye lens shape) and vergence demand (the

extent to which the eyes rotate inwards to allow the lines of sight to intersect at the desired depth plane) [9]. Typical

VR headsets use a fixed focal plane, meaning accommodation does not change, while vergence varies across the virtual

depth of the target. A mismatch can cause unpleasantness and eye strain [9]. However, the exact extent to which this

negatively affects the VR experience and whether it matters for interactions with relatively short durations (as is the

case with target selection for interfaces like menus) is unclear. Moreover, could the conflict have no effect on objective

selection performance (i.e., time and error rate) despite some effect on the subjective strain and comfort? Additionally,

even if such a conflict does affect selection, vergence ceases to change for targets farther than 10m away [13]. This

suggests that it is interesting to study how depth affects selection in extremely far distances (such as 10m vs. infinity,

i.e. the environment’s skybox).

Standard guidelines also exist for academic studies. Bergström et al. [4] provide a set of recommendations for VR

studies based on a review of 20 years of work. They found that the farthest target depth used in a study was 10m from

Yu et al. [20]. This further illustrates that exploring a much greater depth could be interesting. They also suggest that

angular widths and amplitudes of the targets should be reported. Presumably, the goal is to make results comparable

across different experiments. But this makes an implicit assumption that if targets have the same visual size and
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amplitude, depth itself does not introduce a confound. However, no prior work contributes empirical evidence that

such a premise is true. Some previous work shows that depth may affect selection performance in other mediums like

large stereoscopic displays [11], as well as other interactions like direct touch [3, 16] and size manipulation [2].

2.2 Depth Perception and VR Raycasting

Janzen et al.’s study [11] on raycast selection used a planar large stereoscopic display, and found that depth correlates

with 𝑘 =
𝑏2

𝑏1

, a parameter introduced by Shoemaker et al. [15] representing the ratio between the influence of target

width and amplitude on selection time in Welford’s model of selection performance [17]:

Selection Time(𝑇 ) = 𝑎 + 𝑏1 log
2
(𝐴) − 𝑏2 log

2
(𝑊 ), (1)

where 𝑎, 𝑏1, 𝑏2 are model parameters, and𝑊 (𝜔 in angular dimension) and 𝐴 (𝛼 in angular dimension) are target width

and amplitude, respectively. More intuitively, Janzen et al.’s finding shows that as depth increases, changes in𝑊 have

more influence on selection time than changes in 𝐴. They also use other similar models (all variants of Fitts’ Law [8]),

but we use the one above for ease of reasoning. A similar correlation with 𝑘 was observed by Shoemaker et al. [15]

between gain (ratio between the movement of the input device and the display pointer [7]) and selection time on 2D

displays. Interestingly, no theory-based explanation exists for why this effect on 𝑘 exists. However, as noted in the

introduction, Janzen et al.’s 𝐴 and𝑊 conditions were controlled linearly (in centimetres). As the targets move further,

they appear smaller and closer together (i.e., lower 𝛼 and𝜔). Therefore, the influence of depth could be merely limited to

how it scales 𝛼 and 𝜔 . This reasoning for the effect of depth on selection performance also extends to gain. An increase

in gain makes the pointer cursor move faster, which requires the user to move the pointing device slower and more

precisely. We reason that this effect of gain is equivalent to shrinking the targets and reducing the movement amplitude

while keeping the gain constant. Hence we propose a question: If we control the apparent target width and amplitude

(e.g., 𝜔 = 3
◦, 𝛼 = 15

◦
) to be the same across different depths, would depth have any effect on selection performance? In

other words, does depth have any meaningful impact on selection other than that, when we fix the linear 𝐴 and𝑊 , it

visually scales the apparent target width and amplitude?

Let us examine potential factors of depth perception that may affect selection other than the visual scaling of targets.

Regarding monocular perception (how the targets look in each eye), targets with constant angular width appear nearly

identical at all depths. Accommodation, an oculomotor cue stemming from the changes in the eye’s focus, cannot act

as a depth cue due to the fixed focal length used in a VR headset. A notable binocular depth cue is vergence, which

describes how the eyes rotate and converge to focus on a target. The effective range of vergence is up to 10m [13].

In other words, depth perception is limited past this distance, with only monocular environmental cues available to

convey depth information, such as relative size and perspective from parallel lines [13]. So, if there is indeed an effect

of depth perception on raycast selection, we may see differing extents of such an effect between close and far depth

ranges. However, these are simply cues for depth perception. Regardless of whether the user can distinguish the depth

of the targets or not, we are not aware of any intuitive or information-theoretic reason why selection performance

would differ by depth on targets with constant apparent width and amplitude. One potential cause of eye strain or

discomfort is the vergence-accommodation conflict, but whether that will noticeably harm selection performance is

still an open question.

Interestingly, Janzen et al. reports that using angular dimensions 𝛼 and 𝜔 did not improve the fitness of the model

compared to the linear dimension counterparts [11], contradicting the claim by Kopper et al. that angular dimensions

are more accurate factors of interaction performance [12]. Intuitively, if the targets appear approximately the same
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Fig. 1. Fitts’ Law tasks: (a) 1D (b) 2D

from the user’s perspective, it seems reasonable that their depth should have little or no discernible impact on selection.

We aim to resolve these conflicting views by means of an empirical lab experiment.

3 EXPERIMENT

In this in-lab experiment, we investigated raycast selection performance in VR with varying target depths, with a

constraint that the set of angular (rather than linear) target widths and amplitudes is kept constant. We test 1D and 2D

Fitts’ Law tasks with two pointing techniques: a typical laser-pointer method and the aim-through-controller method

used by Janzen et al.. If depth results in a deviation in pointing motor behaviour with the typical technique (e.g., closer

targets act more like a direct touch interaction than raycasting), then we expect to observe a difference in our measures

between the two methods (i.e., an interaction between the pointing techniques and depth). We analyze selection time,

error rate, and subjective fatigue ratings.

3.1 Participants

We recruited 20 right-handed participants (ages 17-28, 18 male, 2 female), which follows recommendations for VR

studies by Bergström et al. [4]. Recruiting used word-of-mouth and platforms like Reddit, Facebook Groups, and Discord.

Most participants were either novice or intermediate VR users: 3 never used VR, 12 use it a few times a year, 2 a few

times a month, 1 a few times a week, and 2 use it daily. Participants reported an average interpupillary distance (IPD) of

63.7mm (𝜎 = 3.6𝑚𝑚). Each participant received a $15 gift card as remuneration.

3.2 Apparatus

The experiment software is built with Unity version 2020.1.6f1 and the SteamVR framework for tracking. Raycast

pointing and target selection use the Vive Input Utility [19], with tracking data captured at least 72 times per second.

We used the Meta Quest Pro headset along with a high-performance computer with an RTX 3080 GPU.

3.3 Task

Participants performed a 1D reciprocal 2-target task and a 2D circular 5-target ISO 9241-411 selection task (Figure 1)

[10]. The current active target is highlighted in red, with all others grey. Participants select the active target using their

index finger trigger button. Upon selection, the next target is highlighted, which is the opposite bar target in the 1D task

and across the ring clockwise to the previous target in the 2D task. Following Kopper et al. [12], participants are not

required to correctly select the target to move on to the next trial. Upon each selection, a timestamp and correctness flag

are recorded. The system emits a ding to indicate success and a beep to indicate an incorrect selection. Each selection

counts as one trial, and each repitition (or rep) consists of 5 trials.
4



209

210

211

212

213

214

215

216

217

218

219

220

221

222

223

224

225

226

227

228

229

230

231

232

233

234

235

236

237

238

239

240

241

242

243

244

245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

VR Depth Perception , ,

Fig. 2. The task varies target depth (distance from user to target plane d) with same apparent target width and same movement

amplitude: (a) user view with shorter depth 𝐷𝐴 ; (b) targets appear the same to user regardless of greater depth 𝐷𝐵 .

The center of the target plane is placed at the same height as the HMD at the beginning of the experiment, and

rotated to face directly at the participant. The depth represents the distance between the HMD and the plane center,

and it does not affect the apparent target width and movement amplitude (Figure 2). Mathematically,𝑊 ∝ 𝐷 such that

𝜔 is kept constant (same for 𝐴 and 𝛼). We control for user head movement by displaying a warning message if they

move more than 10cm from their starting position.

The software renders a floor grid and amountain range skybox for parallax to ensure that the users have environmental

cues for depth perception. Users are seated and perceive themselves as sitting above the floor grid. Since the floor would

obstruct the user’s view of lower targets at large depths with large target sizes, we use a stencil buffer to render targets

without the grid overlapping them.

3.4 Techniques

Participants used two raycast techniques: a more typical laser-pointer method (typical) and an aim-through-controller

method used by Janzen et al. (janzen) [11]. The latter serves two purposes: (1) it replicates Janzen et al.’s experiment in

HMD VR, and (2) it causes a controlled condition where 𝛼 and 𝜔 are the same from the perspective of the user and of

the controller.

In 2D tasks, with typical, participants point using a white ray emanating from the controller. A spherical raycast

cursor is placed at the end of the ray with an apparent angular width of 0.2
◦
. With janzen, the cursor is placed on the

target plane along the line of sight between the centre of the eyes and the top of the controller. Here, only a cross-shaped

cursor is shown without the controller or a ray (since it emanates from the user’s eye).

In 1D tasks, everything remains the same except no ray is shown since it is an infinite plane, and the cursor is a thin

vertical line with an apparent angular width of 0.1
◦
.

3.5 Procedure

At the start of a new task or technique, the experimenter explained how to perform the mechanism of the raycast

technique and which target to select. The participant was instructed to aim for a ∼5% error rate, and that the first 20
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trials (4 reps) were for practice. Between each condition, the system paused for a rest break and showed the participant

their error rate for the previous trials. After they completed all 5 depths, participants rated their eye strain, arm fatigue,

and wrist fatigue on a 7-point numerical scale. At the end of the experiment, there was a short interview for feedback

and comments. Each experiment session took around 1 hour.

3.6 Design

This is a within-subjects design with target depth d as the main independent variable with 5 levels (0.5m, 1.5m, 4.5m,

13.5m, 10000m representing infinity), with task (1d, 2d) and techniqe (typical, janzen) as secondary factors. To test

a variety of target configurations, there are 2 target width (𝜔) conditions (1◦ and 3
◦
) and 2 movement amplitude (𝛼)

conditions (15.7
◦
and 38.0

◦
). Each combination of the primary and secondary independent variables was repeated for 4

reps.

The order of task and d are counterbalanced using a 4 × 4 Latin square, and for each combination, the participant

completes a randomly-ordered set of d combinations. Within each d condition, the order of 𝜔 and 𝛼 are randomized.

Dependent measures are computed from logs. Selection Time is defined as the duration from the moment the index

trigger is pressed until the next selection event. Selections outside the correct target boundary are also counted, as in

previous experiment designs [3, 12, 15]. Error Rate is the ratio between the number of unsuccessful selections and the

total number of target selections. Subjective feedback used 7-point numeric ratings for Eye Strain, Arm Fatigue, and

Wrist Fatigue.

We conducted a power analysis to ensure that we have enough data to detect sufficiently significant differences.

As recommended for experimental psychology studies [6], we aim for a power of 0.8 with a significance level of 0.05

even when the effect size is small (𝑑 = .1). With 5 d × 2 task × 2 techniqe = 20 conditions, the analysis shows the

necessary number of observations is 𝑛 = 104. For just depth (5 conditions), the number increases to 𝑛 = 240. Since we

have 20 participants × 2 𝜔 × 2 𝛼 × 4 reps × 5 trials = 1600 observations for each condition, the design has sufficient

power.

4 RESULTS

For each combination of d, task, and techniqe, trial times more than 3 standard deviations from the mean selection

time were excluded as outliers. In total, 50 trials (1.08%) were removed.

In the analysis to follow, a d × task × techniqe ANOVA with Holm-Bonferroni corrected post hoc pairwise

t-tests was used, unless noted otherwise. We only report effects involving the main factor d since those are what we

are most interested in. When the assumption of sphericity was violated, degrees of freedom were corrected using

Greenhouse-Geisser (𝜖 < 0.75) or Huynh-Feldt (𝜖 ≥ 0.75). Shapiro-Wilk tests showed that residuals for only about half

the conditions exhibited normality. As a result, we run repeated-measures ANOVAs using Box-Cox transformed Time

and aligned-rank transformed [18] measures for all others. For each measure, trials were aggregated by participant and

factors being analysed. We also aggregate 𝜔 and 𝛼 for analysis. Time data is aggregated by rep using the median to

account for skewed distribution.

4.1 Learning Effect

We are interested in practised performance, so we examine if earlier repetitions took longer and should be removed.

There is a significant main effect for rep on Selection Time (𝐹3,57 = 44.04, 𝑝 < .0001, [2

𝐺
= .03), but no interaction effects

6
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Fig. 3. (a) Selection Time (b) Error Rate by target depth d for each task ×surface (error bars in all graphs are 95% confidence)
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Fig. 4. (a) Eye Strain (b) Arm Fatigue (c)Wrist Fatigue by target depth d for each task ×surface

involving block. Post hoc tests found repetition 1 significantly slower than other repetitions (𝑝 < .001). In subsequent

analysis, only repetitions 2, 3 and 4 are included to be more representative of practised performance.

4.2 Time and Error Rate

Depth did not affect selection time or error rate (Figure 3). There was no main effect of d on Selection Time (𝐹4,76 = 1.84,

𝑝 = .13) or Error Rate (𝐹4,4700 = 1.02, 𝑝 = .40), and no task or techniqe interaction effects.

4.3 Subjective Ratings

The closest depth (0.5m) caused greater eye strain than farther depths (Figure 4a). There was a main effect of d on

Eye Strain (𝐹4,361 = 7.20, 𝑝 < .0001), but no interactions involving d. Post hoc tests show d = 0.5m (𝑥 = 3.2, 𝜎 = 1.7) was

rated as higher eye strain than d = 1.5m (𝑥 = 2.7, 𝜎 = 1.7), 4.5m (𝑥 = 2.5, 𝜎 = 1.7), 13.5m (𝑥 = 2.7, 𝜎 = 1.9), and inf

(𝑥 = 2.6, 𝜎 = 1.7) (all 𝑝 < .005).

For arm or wrist fatigue, there were no main effects or interactions involving d (Figure 4b,c).

5 DISCUSSION

We discuss the experiment results in light of insights from previous research, outline how HCI researchers and designers

can use our findings, acknowledge the limitations of our study, and describe potential future work.

Depth Does Not Directly Affect Target Selection. Our results found target depth does not significantly affect selection

time or errors when targets are scaled to have the same apparent width and amplitude. We expected to observe some

difference in the typical technique, but we did not. This suggests that any changes in pointing motor behaviour due to

target depth do not affect selection performance. This contrasts with Janzen et al. [11], who report that there exists
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an effect of depth in a non-VR one-dimensional target selection task. We explain this mathematically to reveal an

interesting insight from this apparent disagreement.

Let 𝑠 be a scalar that proportionally scales the angular movement amplitude 𝛼 and target angular width 𝜔 , such that

𝛼 ′ = 𝑠𝛼 and 𝜔 ′ = 𝑠𝜔 . Note that 𝑠 can be calculated for any depth 𝐷 such that the perceived visual angle of 𝛼 ′
and 𝜔 ′

remain constant from the user’s viewpoint. When this relationship between 𝑠 and 𝐷 exists, then the target selection

time 𝑇 is independent of 𝐷 .

Recall our discussion in Section 2.2 on Janzen et al. [11]’s suggestion that 𝑘 ∝ 𝐷 , where 𝑘 =
𝑏2

𝑏1

in the Welford model

[17]: 𝑇 = 𝑎 + 𝑏1 log
2
(𝐴) − 𝑏2 log

2
(𝑊 ). Their result seems to contradict ours; depth should not affect the behaviour

of selection performance. The reason for this conflict is likely because Janzen et al. use linear target width𝑊 and

amplitude 𝐴, which entails that 𝑠 ∝ 1

𝐷
. In other words, the apparent size of the target widths (𝜔) and amplitudes (𝛼)

that are further away appear smaller to the user. So, if 𝑘 ∝ 𝐷 and 𝑠 ∝ 1

𝐷
, then it should follow that

∴ 𝑘 ∝ 1

𝑠
. (2)

In other words, in Janzen et al.’s study, depth (and, by extension, gain in Shoemaker et al.’s study [15]) had its effect on

𝑘 only because it scales 𝛼 and 𝜔 . Therefore, depth has no inherent effect on selection performance other than
that it typically scales the target width and amplitude.

Incorporating 𝑠 and the angular 𝛼 and 𝜔 into the Welford model reveals an interesting conflict:

𝑇 = 𝑎 + 𝑏1 log
2
(𝑠𝛼) − 𝑏2 log

2
(𝑠𝜔)

= (𝑎 + 𝑏1 log
2
(𝑠) − 𝑏2 log(𝑠)) + 𝑏1 log

2
(𝛼) − 𝑏2 log

2
(𝜔).

(3)

This produces a new term 𝑎′ = 𝑎 + 𝑏1 log
2
(𝑠) − 𝑏2 log(𝑠) that is a function of 𝑠 . We can see that 𝑠 does not influence 𝑏1

or 𝑏2; hence, the model implies that 𝑘 is independent of 𝑠 . Shoemaker et al. [15] also noted this characteristic of the

model. Our finding that 𝑘 ∝ 1

𝑠 challenges this result implied by the model and opens a new research question to be

explored. We can observe a similar behaviour with other variant models of Fitts’ Law: the coefficients of the logarithm

terms for 𝛼 (or 𝐴) and 𝜔 (or𝑊 ) are unaffected by 𝑠 .

Furthermore, our finding contributes evidence supporting the idea that the original Fitts’ notion of index-of-difficulty

(𝐼𝐷 = log
2
( 𝐴
𝑊

) or log
2
( 𝛼𝜔 )) [8] is an inaccurate model for pointing performance [11, 15, 17]. Any scaling 𝑠 of 𝛼 and 𝜔

is cancelled out, which contradicts our results that the absolute apparent target scale (separate from the relative ratio

between 𝛼 and 𝜔) matters in selection.

Only Closest Depth Leads to Higher Eye Strain. Eye strain is greater at the closest depth 𝐷 = 0.5𝑚, while arm and

wrist fatigue was unaffected. This result makes sense because converging the eyes on a very close target involves

the vergence-accommodation conflict, which is known to cause eye fatigue [9]. Therefore, we recommend avoiding

very close targets of depths of 0.5m or less. As for targets farther away, depths from 1.5m onward had no adverse

effect despite the expected vergence-accommodation conflict [1, 14]. This entails that designers can be creative and use

targets at these depths without compromising performance or comfort. Interestingly, participants’ verbal feedback was

highly variable: while the majority said that the eye strain and fatigue were mostly the same across depths, some said

that fatigue got better with targets farther away, while others said they felt better with targets closer to the “medium”

distance of 1.5m.

5.1 Design Implications

Our findings can inform experiment design, interaction techniques and interface designs.
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Fig. 5. Example VR interactions enabled by placing targets at very far depths: (a) raycast selection of targets placed on the skybox

itself; (b) shared billboard voting menu for consistent visualization and input for many VR players.

5.1.1 Researchers. When designing raycast selection experiments in VR, our findings suggest that target depths will

not act as a confound as long as they are reasonably separated from the user’s view, further away than arm’s reach

(i.e. depths further than our 𝐷 = 0.5𝑚 condition). While target depth should be reported for replicability, there is no

evidence that different depths (especially medium versus far) affect a selection performance evaluation as long as the

target apparent sizes and movement amplitudes are kept constant throughout. We recommend that target widths and

amplitudes be reported, controlled, and analyzed using angular measures. This expands the recommendations for VR

experiments from Bergström et al. [4].

5.1.2 Application Designers. Our findings indicate that objects and menus in VR for raycast selections can be placed

very far away or as close as necessary to nearly arm’s reach to accommodate raycast interaction design needs without

sacrificing selection performance or workload. This is not to say that target depths should not be considered, but rather

that the desired design outcome can dictate much of these measures with greater room for creativity. For example, in

VR games, one can place raycast targets on the skybox to enable various playful interactions, such as making the moon

and stars part of an in-game menu system (Figure 5a). A very large community billboard can be created that everyone

can publicly view and interact with as a single shared experience (Figure 5b).

5.2 Limitations

Each depth condition lasted approximately 4-5 minutes, with a break every 4 reps (20 trials). Oculus and Microsoft

recommend 1-2m as the target depth intended for use in "extended periods of time" [1, 14]. It is possible that an effect

of depth on subjective fatigue ratings might appear with a much longer task period. However, we believe that our task

period length is a fair representation of real VR usage, such as the maximum time a player might focus on a planar set

of targets (for an in-game menu). Additionally, longer task lengths would have resulted in excessive time requirements

for the participants, making recruiting and logistics challenging, as well as risking unncessary fatigue.

5.3 Future Work

Future work could explore VR user interface designs enabled by extremely large target depths and subjective preferences

of such a target placement. We briefly describe two examples in the previous section, but whether those are preferred

over the current more common designs in VR applications is unknown.
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Our results also warrant more investigation into the discrepancy between our findings (𝑘 and 𝑠 are correlated) and

the Welford model (𝑘 and 𝑠 are independent). Future studies could, for instance, control the same 𝐴-to-𝑊 ratio, scale

their apparent size, and model the behaviour of 𝑘 . Moreover, how the Welford model could be modified to reflect the

effect of 𝑠 on 𝑘 is an open question for future work to explore.

6 CONCLUSION

Our investigation suggests that depth has very little to no inherent effect on selection time or error rate in VR raycast

target selection tasks, nor any pronounced effect on subjective eye strain and physical fatigue. Any effect demonstrated

in previous work is likely due to how a change in depth scales the targets accordingly when target width and amplitude

are linearly controlled. We hope that our findings can inform future VR experiment design and lead to novel and

innovative VR interface design, perhaps even unlocking new ways for people to interact in VR without sacrificing

performance or comfort.
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